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Abstract

Some of the most persistent public health challenges 
are dependent on human behaviour. These include, 
among many others, overuse of antibiotics, use 
of tobacco and alcohol, suboptimal uptake of 
vaccination, and cancer screening. These challenges 
call for evidence-based action that draws on an 
understanding of these health behaviours and the 
cultural context in which they take place and that 
is focused on engaging with those affected. Using 
evidence, models and methods from behavioural and 
cultural insights (BCI) allows health-related services, 
policies and communication to be precisely tailored 
and refined, thereby improving their outcomes.
A key element of BCI is impact evaluation, the 
primary objective of which is to evaluate whether an 

implemented intervention has achieved its expected 
goal. This guide provides considerations and tools to 
assist in evaluating the impact of interventions that 
address health behaviour. It complements the WHO 
Guide to tailoring health programmes by encouraging 
robust evaluation of interventions and providing 
starting points for engaging with an expert evaluator.
This guide considers the key questions that underlie 
impact evaluation of interventions addressing health 
behaviour: Why evaluate? When to evaluate? What to 
evaluate? How to evaluate? Why did the intervention 
(not) work? An accompanying toolkit offers frame-
works, a decision tool and in-depth information  
that complement the advice given in the first part  
of the guide.
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This guide presents various considerations on 
evaluating the impact of public health interventions 
informed by behavioural and cultural insights (BCI) 
(see Box 1); it then describes a number of practical 
tools to help carry out such evaluations. The 
document is divided into two parts.

The first part, Considerations for impact evaluation, 
describes why, when, what and how to evaluate.  
It aims to:
• encourage robust evaluation of interventions; and
• provide some useful templates and starting points 

for engaging with an expert evaluator.

The second part, Toolkit,  aims to:
• help identify which evaluation design might  

be most appropriate;
• help improve the quality of evaluation practices; 

and
• provide more in-depth information and links to 

further resources.

This guide accompanies the WHO Guide to tailoring 
health programmes (1), which describes an approach 
for developing and implementing evidence-based 
interventions that address health behaviours. This 
impact evaluation guide can be used together with 
the WHO Guide to tailoring health programmes 
which offers insights for example into engaging with 
stakeholders which also apply to impact evaluation.

Who is this guide for?
This guide is intended for health authorities and  
other organizations involved in improving 
the outcomes of health policies, services and 
communication through interventions that aim to 
address health behaviours. It is meant for people  
who do not have expertise in evaluation methods  
but are involved in the development and evaluation  
of BCI-informed interventions.

Introduction

BOX 1   
BCI-informed interventions
Public health interventions that aim to address 
health behaviours are, ideally, informed by BCI 
and guided by robust methods and evidence. 
Health behaviours are complex. In the past, it 
was assumed that people behave in healthy 
ways if they have the necessary knowledge and 
motivation. Today, we know that many other 
factors play a role, including social norms, cultural 
context, access to the health system, and the 
way health workers interact with their patients. 
BCI-informed interventions are public health 
interventions that acknowledge this complexity.

Contents Introduction Considerations Checklist Toolkit Matrix Glossary
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PART 1  

Considerations for impact evaluation

Contents Introduction Considerations Checklist Toolkit Matrix Glossary



Contents Introduction Considerations Checklist Toolkit Matrix Glossary

Why evaluate BCI-informed interventions
Impact evaluations are used to assess whether a 
specific intervention causes1 the intended effect on 
health behaviours (for instance, people quit smoking, 
get vaccinated or engage in more physical activity) 
and, consequently, on health outcomes in the target 
population (for non-causal evaluations, see WHO 
Guide to evaluating behaviourally and culturally 
informed health interventions in complex settings (2).

Impact evaluations can be used to:
• detect (in)effective interventions
• save money
• avoid potential harm
• adapt interventions
• inform policy-making.

With impact evaluations, it is possible to identify the 
most effective (and cost-effective2) interventions and 
their most effective constituent components, in order 
to implement effective policies that demonstrably 
lead to improved health, well-being and equity.

Detecting (in)effective interventions
Even well-intentioned and well-financed interventions 
can be ineffective. For example, starting in 1998, the 
United States Congress spent almost US$ 1 billion 
on the so-called National Youth Anti-Drug Media 
Campaign, which aimed to educate young people 

about illegal drugs and reduce their drug use. As 
part of the impact evaluation, three nationally 
representative cohorts of 5126 American youths aged 
9–18 years were surveyed four times (3). Among other 
measures, the questionnaires included self-reports 
of drug consumption, intentions to avoid drugs and 
perceived anti-drug norms. The results showed no 
evidence of the effectiveness of the costly intervention 
on drug consumption among the target population. 
In fact, the authors found evidence that the campaign 
even decreased the intention to avoid drugs among 
participants aged 9–18 years at some measurement 
points. Without impact evaluations, interventions 
lacking evidence to support their effectiveness may 
continue to be implemented and consume resources 
that could be used elsewhere.

Moreover, simply because an intervention has some 
impact does not mean that it is the best choice. Starting 
in 2019, researchers tested four different interventions 
to increase screening rates for hyper tension and 
diabetes among 6934 Armenians (4). Individuals 
received one of two versions of a personalized 
invitation (interventions 1 and 2), a personalized 
invitation plus a free pharmacy voucher (intervention 
3), or a personalized invitation plus a pharmacy 
voucher that was only given to participants if they 
attended the screening (intervention 4). Interventions 

3 and 4 were more expensive than interventions 1 
and 2 because the vouchers added costs. However, 
the impact evaluation revealed that intervention 
3 led to very similar increases in screening rates 
(+15%) as interventions 1 and 2, while intervention 
4 resulted in the highest screening rates (+31%). 
Thus, the cost-effectiveness of interventions 1, 2 
and 4 was very similar, while intervention 3 was 
estimated to be about twice as expensive for each 
additional person screened. As a result, the Armenian 
Ministry of Health decided to scale up an intervention 
similar to intervention 1. This illustrates how impact 
evaluations can inform policy decision processes, not 
only by detecting effective interventions but also by 
comparing the effectiveness of the most promising 
candidates while considering their associated costs.

Saving money
Impact evaluations help to make an argument 
for further investment and scaling of effective 
approaches, including ones that may be costly. 
For example, in 1998 the community-based 
cardiovascular disease (CVD) prevention programme 
Hartslag Limburg [Heartbeat Limburg] started in 
the Netherlands (Kingdom of the). The programme 
consisted of several interventions (involving, for 
instance, more physical activity and less fat intake) 
aimed at increasing a healthy lifestyle and decreasing 

Evaluating the impact of interventions 3
1 For an explanation of causality, see the Glossary.
2 For an explanation of cost-effectiveness, see the Glossary.
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the prevalence of  CVD in the general population of 
the Maastricht region (5, 6). As part of the impact 
evaluation, a cohort of 2414 people from the 
intervention region and 758 people from a control 
region were surveyed, first in 1998 and then five years 
after the implementation of the programme. The 
results revealed that changes in risk factors for CVD 
(such as high body mass index (BMI) and high blood 
pressure) were greater in the intervention region than 
in the control region (5). Researchers estimated that 
extending the intervention to large parts of the Dutch 
population would cost about €45 million; despite this 
large investment, their cost-effectiveness analysis 
revealed that the cost of the programme would be 
around €5100 per life year saved (7). The researchers 
rated the intervention as cost-effective given (among 
other things) the costs of other interventions to 
prevent CVD (such as intensive glycaemic control: €40 
881) and the total health-care budget of the country. 
Impact evaluations paired with cost-effectiveness 
analysis or economic evaluation enable researchers 
and policy-makers to consider costs in relation to the 
effect of an intervention. Thus, the difference between 
good and bad investments can only be brought to 
light when impact evaluations that form the basis for 
cost-effectiveness analysis or economic evaluation are 
conducted.

Avoiding potential harm
BCI-informed interventions are usually designed and 
disseminated with good intentions. However, this 
does not prevent a given intervention from potentially 
causing unintended effects and, in the worst case, 
causing more harm than good (8).3 There are several 
different types of unintended effects that have the 
potential to cause harm (9). For example, reminder 
and warning systems are often used effectively to 
nudge individuals towards healthier options (for 
example, reminders to get vaccinated (10)). However, 
excessive exposure to such nudge interventions can 
lead to so-called desensitization among receivers, 
with potentially harmful consequences (9). An 
overload of warnings for clinicians – that is, a high 
proportion of false alarms – is known to cause alarm 
fatigue, which can potentially compromise patient 
safety (11). Several message interventions from 
various health domains (such as AIDS prevention 
and breastfeeding) have caused negative impacts, 
including increased misperceptions or frustration 
among target groups (9). In addition, there are 
situations in which interventions can lead to  
greater health inequality by benefiting only 
advantaged groups and leaving out those most  
in need (12). Evidence-based intervention design  
and involvement of target groups can minimize  
the risk of unintended effects, but the potential 

for such effects can ultimately be determined only 
through impact evaluation. Thus, well-designed 
impact evaluations that measure unintended  
effects also serve to avoid harm.

3 For an explanation of causality, see the Glossary.
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Adapting interventions
Sometimes even impactful interventions require 
revision and adaptation to meet the needs of different 
settings and different groups. Impact evaluations 
allow occasions when such adaptation is needed to 
be identified. For example, gamified interventions 
based on the inoculation theory have been found 
to be effective measures to mitigate the impact of 
misinformation (concerning coronavirus disease 
(COVID-19)), for instance) in developed countries, 
where they have been shown to raise people’s 
awareness of the threat of misinformation and 
provide them with strong counterarguments against 
it (13,14). However, the use of a gamified inoculation 
intervention in northern India did not protect the 
target group against misinformation (15). One 
explanation proposed by those who carried out the 
study is that the design of the intervention may not 
have been aligned well enough with cultural and local 
contexts. Without impact evaluations, policy-makers 
and researchers may falsely assume that there are 
one-size-fits-all approaches that can be adopted to 
solve global threats to health.

Informing policy-making
In addition to offering important data on the 
effectiveness and cost-effectiveness of interventions, 
impact evaluations are powerful tools to gain the 
attention of political decision-makers and to inform 
policy decision-making. The results of an impact 
evaluation can help convince policy-makers to 
implement a BCI-informed intervention at scale. For 
example, the European Union (EU) Commission uses 
impact assessments as a standard methodology to 
analyse the social, economic and environmental 
consequences of policies (16,17). These assessments 
include weighing different policy options for a 
given problem. Impact evaluations of BCI-informed 
interventions can inform this weighing process and 
thus lead to policy changes at the EU level.

Often the motivations of policy-makers for or against 
policy changes, such as the realization of or support 
for a BCI-informed intervention, are multifaceted. 
Ethical considerations, costs and potential  
benefits of policy change, and public support for 
policies (18), among other things, play a key role. 
Impact evaluations can provide a scientific basis 
to confirm the ethical, economic and/or empirical 
advantage of an intervention or to uncover the  
risks of a potentially harmful intervention. In sum, 
impact evaluations are a crucial element to inform, 
justify or change evidence-based policies.

Contents Introduction Considerations Checklist Toolkit Matrix Glossary
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While impact evaluation is usually conducted   
towards the end of a BCI project (Fig. 1), it is 
important to plan the evaluation before the 
intervention is implemented.4 In the WHO Guide to 
tailoring health programmes (1), evaluation planning 
is included in Phase 3 (Inter ven tion design) and 
includes mapping possible outcome measures5 and 
selecting a research design. This is followed by the 
actual evaluation of a BCI-informed intervention in 
Phase 4 (Implementation and evaluation). 

Once a BCI-informed intervention has been 
designed, it is recommended to evaluate it for 
effectiveness before wider rollout. Each evaluation 
should follow the principle of proportionality, 
meaning that the resources invested into the impact 
evaluation should be commensurate with the 
usefulness of the evaluation findings. 

4 The planning includes, inter alia, the selection of an evaluation design.  
The evaluator can then implement the intervention in a way that matches  
the requirements of the chosen design. If the intervention is already 
implemented, then design choices are limited.

5 For an explanation of outcome measures, see the Glossary.

Fig. 1 Four phases of planning, implementing, and evaluating a BCI-informed intervention 

SOURCE: WHO (2023) (1)
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BCI-informed interventions can be evaluated before 
and after wider rollout. The goal of the evaluation 
before rollout is to evaluate whether the planned 
BCI-informed intervention is effective in principle 
– that is, whether the intervention produces the 
desired outcome in a smaller but potentially more 
controllable setting (for instance, if tested online); 
and to identify how the intervention may need to be 
adjusted or implemented in a given setting  
(see section “Why it did (not) work” below).

After a successful first evaluation, the intervention 
can be rolled out and a second evaluation takes 
place – that is, the evaluation after rollout. The goal 
of the second evaluation is to evaluate whether the 
implemented intervention has achieved the expected 
goal in the target population. This second evaluation 
is not an “in-principle” assessment but the primary 
impact evaluation of the intervention in the field.

Numerous research designs are available to evaluate 
BCI-informed interventions before and after rollout. 
A selection of key evaluation designs, together with 
their advantages and disadvantages, is presented in 
the section “How to evaluate” below, with greater 
detail provided in the Toolkit.

Contents Introduction Considerations Checklist Toolkit Matrix Glossary
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Before conducting any research study, you should 
have a clear understanding of the primary research 
question that the study is going to address. This 
research question guides the selection of a research 
design. Some designs are simply not suitable to 
address particular research questions. A clear 
research question also makes the interaction with  
an evaluation expert much easier.

Impact evaluations of BCI-informed interventions 
often address the general research question:  
“Can the BCI-informed intervention cause the  
desired effect?” Various tools can then help to further 
specify the question; one such tool, the Population, 
Intervention, Comparison, Outcome, Time (PICOT) 
framework (19), does so using five guiding questions.

Constructing a theory of change
Following the WHO Guide to tailoring health 
programmes, it is recommended that a theory of 
change is constructed that explains the rationale 
for the BCI-informed intervention: the barriers and 
drivers it targets, and how addressing these through 
the intervention is intended to influence the desired 
outcomes (1). Investing time in developing a theory  
of change is key to interpreting the results of any 
impact evaluation.

                  TOOLKIT 

Find more information on PICOT and theory of change on pages 17-18.

What to evaluate: forming a research question  
for impact evaluation
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Impact evaluations are used to assess whether a 
BCI-informed intervention causes an intended effect 
(for instance, more people quit smoking, go for 
vaccination or follow their treatment plan). Simply 
exposing a group, organization or region to a  
BCI-informed intervention and measuring the 
outcome is not enough because it remains unknown 
what would have happened without the intervention 
(in other words, it is necessary to consider the 
counterfactual6). Thus, impact evaluations always 
require a treatment group and a comparison group.

This guide focuses on two main categories of impact 
evaluation designs: randomized controlled trials 
and natural experiments. The evaluation designs 
included in this guide all provide evidence, with 
varying degrees of strength, that allow an assessment 
of whether the BCI-informed intervention had a 
causal impact on a particular outcome or outcomes. 
They differ primarily in how the comparison group is 
determined. 

This has important consequences for:
• the quality of findings (for instance, the strength  
 of evidence for causal claims)
• the requirements and costs of conducting  
 the specific design.

In addition to impact evaluation designs (randomized 
controlled trials and natural experiments), other 
methods and approaches (surveys and qualitative 
research) are introduced below. These cannot 
confirm causal relationships, but they can provide 
very useful insights for impact evaluations: they can 
help to identify the strengths and weaknesses of 
intervention material, to determine how to improve 
implementation and enhance public attitudes 
towards policy interventions, and to discern potential 
reasons for the success or failure of implementing a 
BCI-informed intervention.

Randomized controlled trials
Randomized controlled trials (RCTs) are considered 
the gold standard of impact evaluation (for an 
example of using an RCT, see Box 2). The simplest 
RCT design consists of a group that is exposed to a 
BCI-informed intervention (the treatment group) and 
a group that is not exposed to the intervention (the 
control group). Whether an individual (or higher-order 
unit, such as a clinic or region) is part of the treatment 
group or part of the control group is determined by 
randomization (that is, a process equivalent to tossing 
a coin). The random allocation and the comparison 
of a treatment with a control group give RCTs their 
name. Another approach, referred to as crossover 
design, is to expose the entire sample to both an 
intervention and a control scenario, one after another.

Subtypes of RCTs:
• crossover
• stepped-wedge.

How to evaluate: 
key impact evaluation designs

6 For an explanation of counterfactuals, see the Glossary.
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Natural experiments
Natural experiments7 are typically conducted 
as a form of impact evaluation when controlled 
randomization of individuals or higher-order units 
(clinics, regions, countries, etc.) is not possible. 
Natural experiments follow the same logic as RCTs. 
Some individuals or higher-order units are exposed  
to the intervention (treatment group) and some are 
not (control group). When multiple measurements  
are available, more specific types of natural 
experiments are possible (for an example of using  
a natural experiment, see Box 3).

Subtypes of natural experiments:
• synthetic control
• difference-in-differences
• repeated measures (pre-post)
• interrupted time series.

                  TOOLKIT 

Find more information on RCTs on pages 19-20. 
Find more information on natural experiments on pages 20-21.

BOX 3   
Using a natural experiment 
(difference-in-differences) to 
evaluate the impact of indoor 
smoking bans
Researchers analysed the impact of indoor smoking 
bans on smoking behaviour and lung function in 
the general population of Denmark (21). Indoor 
smoking bans were introduced in Denmark in 
2007. The researchers used a natural experiment 
by comparing 62 093 Danish adults (treatment 
group) with 31 807 Swiss adults (control group) on 
outcome measures. Switzerland was considered 
an appropriate control because, inter alia, it 
introduced indoor smoking bans only in 2010. The 
authors collected data about outcome measures 
from 2005 to 2010. Having repeated measures 
and a control group, they decided to perform a 
difference-in-differences analysis. Their results 
revealed: “Nationwide indoor smoking ban is 
associated with less smoking and improved lung 
function in the general population” (21).

Contents Introduction Considerations Checklist Toolkit Matrix Glossary

7 It is common that the term ‘natural experiments’ also includes ‘quasi-
experiments’. In line with this, we use the term ‘natural experiment’ 
throughout this document. For a discussion and differences in definitions 
of natural and quasi-experiments, see de Vocht et al. 2021 (48)

BOX 2   
Using an RCT to evaluate the impact 
of information about scientific 
consensus on vaccine uptake
In 2021, during the COVID-19 pandemic, 
researchers conducted a field RCT among 2101 
Czech adults (20). Participants were randomly 
allocated to either a treatment group or a control 
group. The treatment group received information 
as part of an online survey about the scientific 
consensus of doctors on the trustworthiness and 
safety of COVID-19 vaccines. The information (for 
instance, that 89% of doctors trust the vaccines) 
was presented to them in the form of charts and 
written summaries. The control group did not 
receive any information. The authors measured 
COVID-19 vaccine uptake in both groups over nine 
months. The results revealed that the uptake rates 
in the intervention group steadily increased by 4–5 
percentage points compared to the control group. 
This beneficial outcome due to the intervention 
remained stable over time. Thus, the impact 
evaluation of this BCI-informed intervention 
revealed that simple written information about 
a scientific consensus could have an impact on 
actual vaccine uptake rates in the public.
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While impact evaluation is effective in determining 
the causal effects of an intervention, it often leaves 
little room to explore the perceptions and experiences 
of the target audience or of those implementing the 
intervention, to gain a better understanding of why an 
intervention did or did not work, and how it could be 
improved.

A range of methods can be used to complement 
impact evaluation, many of them stemming from  
the field of implementation research (22–24)  
(for an example of using implementation research,  
see Box 4). By using such methods, it is possible:

• to identify potential reasons for the success or 
failure of a BCI-informed intervention;

• to understand the mechanisms that explain the 
effectiveness of an intervention;

• to identify the strengths and weaknesses of the 
intervention process and implementation (for 
example, acceptability among those involved, 
such as health workers, or possible limitations 
in an organization’s effectiveness and ability to 
implement the intervention);

• to understand the attitudes of those affected 
towards intervention elements (for example, 
opinions about mandatory vaccination or 
perceptions of health communication materials);

• to understand intended and unintended effects 
(such as impacts on well-being, sense of social 
cohesion, or trust among those involved and 
targeted); and

• to assess the broader positive and negative 
implications of an intervention.

Taken together, this complementary knowledge can 
inform decisions on why an intervention did or did  
not work, and how it could be improved. It can be 
gained, among others, through survey studies and 
qualitative studies.

Why did it (not) work: 
complementing impact evaluation

Contents Introduction Considerations Checklist Toolkit Matrix Glossary
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Survey studies
Surveys can be used to collect descriptive data about 
how an intervention is perceived in the target group  
or about the self-reported impact of an intervention 
(for instance, the emotional response or the 
knowledge or behaviour change following a training). 
Surveys can be conducted:

• before rollout (to incorporate feedback as soon  
as possible);

• during rollout (to understand how the intervention 
is being implemented); and/or

• after rollout (to gain a better understanding  
of the intervention’s impact).

Surveys aim to provide an accurate indication of 
average views and experiences across a population, 
and to do so, they rely on the sample being repre-
senta tive of the target group.7 Public perceptions 
of a BCI-informed intervention can be useful when 
assessing why an intervention was effective or 
ineffective.

7 On representativeness, see Ramsey & Hewitt (2005) (29).
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BOX 4   
Using implementation research to find applicable solutions

The Food Dude programme is a multicomponent 
intervention that increases children’s in-school 
consumption of fruits and vegetables in the United 
States (25). One of the components of the programme 
is a reward system for consuming a specific amount 
of fruits and vegetables. Researchers evaluated the 
impact of different reward systems. For example, one 
study revealed that the programme with monetary 
rewards ($12.50 per prize) led to a 92% increase in 
fruit and vegetable consumption among children 
compared to a control group (26). Moreover, the 
effect was still significant in a six-month follow-up. In 
contrast, when teacher praise was used as a reward 
instead of monetary rewards, the benefit decreased 
by about 50% and was not detectable in the six-month 
follow-up. Considering effect sizes only, the Food Dude 
programme should be implemented with a monetary 
reward system. However, teachers and policy-makers 
raised several issues when asked about the monetary 
reward system. For example, the financial costs of the 

intervention and the administrative work that was 
needed to manage the system at schools were raised 
as barriers to implementation. More manageable 
reward systems were needed, especially when financial 
and labour resources were limited. Thus, researchers 
began to evaluate different implementation strategies 
for systems to reward healthy eating. For example, 
researchers invented a game-based reward system 
that used fictional rewards for a fictional hero within 
a children’s story (27). These game-based approaches 
were effective at increasing fruit and vegetable 
consumption and were deemed promising as a 
low-cost intervention that required little additional 
administrative work (28). However, the longevity of 
most reward systems remained a challenge. The studies 
reveal how important it is not only to focus on impact 
but also to consider different types of implementation. 
Effective BCI-informed interventions are only useful if 
implementable.
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Qualitative studies
Qualitative studies can help to explore what worked 
well in an intervention and what could be improved 
(for an example of using qualitative studies,  
see Box 5). They can shed light on intended and 
unintended effects, as well as on the perceptions, 
emotional responses and self-reported experiences 
of those involved and targeted. Such studies may also 
help to analyse in more depth the contribution of an 
intervention to the health outcome: how, why, when 
and with whom it had an effect (2,30). A variety of 
qualitative methods are available, including:

• observational studies
• focus groups
• in-depth interviews.

When conducting observational studies, researchers 
usually observe members of a target group visually 
and take field notes about the relevant behaviour. 
Other approaches include in-depth interviews in 
which lists of topics are used as the starting point to 
explore participants’ experiences and perceptions in 
order to gain specific insights from the target group 
(31). Interviews can also be conducted with groups 
rather than individuals (for example, focus group 
discussions (30)).

Contents Introduction Considerations Checklist Toolkit Matrix Glossary

BOX 5  
Using qualitative studies to gain additional insights  
into an anti-smoking campaign

In 2002 an impact evaluation of an anti-smoking 
campaign, the so-called “truth” campaign, revealed 
that implementation of the campaign was associated 
with more negative attitudes towards smoking among 
young people in the United States (32). The campaign 
included slogans such as “Your pee contains urea. 
Thanks to tobacco companies, so do cigarettes. Enjoy.” 
The goal of slogans of this kind is usually to increase 
disgust towards the ingredients of the unhealthy 
product and thus to reduce willingness to consume 
the product among the target group. In addition to 
the quantitative evaluation, researchers conducted 
over 100 qualitative interviews with college students 
who were either smokers or non-smokers (33). The 
qualitative interviews revealed that the slogan seemed 
to have produced the intended effect among non-

smoking college students. For example, one of the 
students stated: “If I smoked, it would really make me 
think twice. I would be so disgusted by this fact that I 
would try to stop smoking right away.” However, the 
opposite observation was often made by smoking 
college students. For example, one of the students 
stated: “All the ‘truth’ campaign does is convince 
me that I should go outside and light up another 
cigarette.” The researchers concluded that anti-
smoking campaigns, even if found to be successful in 
an impact evaluation, could be a waste of money when 
applied to specific relevant subgroups – in this case, 
current smokers. Such insights can be very important in 
adapting BCI-informed interventions to specific target 
groups and increasing their likelihood of success across 
populations.
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Quality checklist: 
improving  
the evaluation  
with the Toolkit

 I know how to formulate a research question.  
 If NO or in doubt, go to    TOOL 1: PICOT on page 17.

 I know what is meant by a theory of change.  
 If NO or in doubt, go to    TOOL 1: Theory of change on page 17.

 I have a good understanding of different RCTs and natural experiments.  
 If NO or in doubt, go to    TOOL 2: Research designs on page 19.

 I know which research designs are appropriate for my evaluation.  
 If NO or in doubt, go to    TOOL 3: Decision Matrix on page 22.

 I have a good justification for the sample size of the evaluation study.   
 If NO or in doubt, go to    TOOL 4: Selecting a sample size on page 26.

 I have considered an a priori power analysis.  
 If NO or in doubt, go to    TOOL 4: Selecting a sample size on page 26.

 I have considered preregistering the evaluation study 
 If NO or in doubt, go to    TOOL 4: Preregistering a study on page 27.

 I have checked whether the study meets ethical standards. 
 If NO or in doubt, go to    TOOL 4: Following ethical standards on page 27.

 I know what to do with the evaluation results if they are not as expected.  
 If NO, go to    TOOL 4: Sharing stories of failure or inconclusive results on page 28.
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Impact evaluations can be used to detect effective or 
ineffective BCI-informed interventions, to save money, 
to avoid potential harm, to adapt interventions, and 
to inform policy decision-making. As shown through 
examples in the preceding sections, the benefits of 
impact evaluations usually outweigh their costs. In 
spite of this, discussing impact evaluation with an 
expert and choosing an appropriate evaluation design 
are often met with hesitation because of the assumed 
complexity and the additional costs associated with 
impact evaluations.

The preceding text offers a few guiding questions (and 
some suggested answers) that can make the process 
easier: Why evaluate? When to evaluate? What to 
evaluate? How to evaluate? Why did it (not) work? 
The text that follows describes some tools that will 
help to conduct impact evaluations in a user-friendly 
manner. The goal remains to encourage public health 
authorities to consider impact evaluation when 
planning BCI-informed interventions.

The toolkit in Part 2 offers in-depth information, 
frameworks and a decision tool that complement 
the advice given in Part 1 of this guide. Fill out the 
checklist on the previous page to assess which of the 
following tools should be considered before talking to 
an evaluation expert.

Concluding remarks
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PART 2  

TOOLKIT
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PICOT
Various tools are available that can help to further 
specify your research question. Research shows 
that using structured frameworks such as PICOT to 
determine your research question is associated with 
higher-quality research or better research reports (34). 
The PICOT framework (19) increases the specificity 
of your research question by posing five guiding 
questions:

Using this framing, an example of a research question 
for the impact of a sugar tax on the health of school-
aged children could then be:

What is the effect of the introduction of a sugar tax [inter
vention] on the prevalence of obesity [outcome] among 
schoolaged children living in country X [population] three 
years after the introduction of the tax [time] compared 
to a period before the tax was introduced in country X 
[comparison]?

Theory of change
A theory of change is a tool used to design more 
precise research hypotheses. Investing time in 
developing a theory of change is key to interpreting 
the results of any impact evaluation. This logic model 
should provide answers to the following questions:

• What was the challenge?
•  What was the end goal?
• What were the assumptions about each  

of the steps towards the goal?

These questions go beyond formulating an initial 
research question because they help the evaluator  
to think about the exact process of how a BCI-
informed intervention is meant to cause impact. Once 
this process is documented, it becomes a theory of 
change that can be revisited and refined during the 
evaluation process as new knowledge emerges.

For example, reverting to Box 2 above (page 10), the 
researchers who used scientific consensus messaging 
to increase vaccine uptake among Czech adults during 
the COVID-19 pandemic hypothesized the following: 
by exposing individuals to factual scientific consensus 
information (“89% of doctors trust the vaccines”), 
individuals’ misperceptions about how many doctors 
trust the COVID-19 vaccines decrease (20). This, in 
turn, should lead to more vaccine uptake because 
medical doctors are usually considered a highly 
trustworthy source for health decision-making.  
The described process can be reduced to:

exposure to consensus messaging → decrease in 
misperceptions → increase in vaccine uptake.

This assumption about how a BCI-informed 
intervention works can be described as a theory 
of change, and it can be incorporated into the four 
phases of planning, implementing and evaluating a 
BCI-informed intervention (Fig. 2). In fact, the Czech 
research found the hypothesized impacts: vaccine 
uptake was indeed increased, and this increase could 
be explained by a decrease in misperceptions about 
the scientific consensus (20). Theories of change can 
be much more complex than this example, depending 
on the specific research question and the associated 
process that leads to change.

Tool 1. What to evaluate

P

I

C

O

T

Who is the target population  
for the impact evaluation?

  What is the BCI-informed intervention  
being considered for the impact evaluation?

 What is an appropriate comparison  
or control group for the impact evaluation?

What is the desired outcome measure  
for the impact evaluation?

At what time will the impact be detected?
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INTERVENTIONPROBLEM BARRIERS OUTPUT BEHAVIOURAL 
OUTCOME

HEALTH  
OUTCOME

TARGET  
BEHAVIOUR  
AND GROUP

DRIVERS

Theory
of 
change

Example8 •  Information campaign about the 
high consensus among doctors 
that the COVID-19 vaccines  
are safe.

•  More people are able 
to accuratly estimate 
the consensus among 
experts in favour of 
vaccination.

• More people perceive 
that the COVID-19 
vaccines are  
generally safe.

•  More people  
get vaccinated  
against COVID-19.

•  Decrease in  
COVID-19 cases  
and servere  
illnesses.

•  High risk of  
COVID-19 for  
general  
population  
during the  
panemic.

•  Increased  
COVID-19 vaccine 
uptake rates 
for general 
population 
during the  
panemic.

•  People generally 
underestimate the 
consensus among 
experts in favour of 
vaccination.

• People are hesitant 
due to safety 
concerns. 

•  People generally 
regard the advice 
of experts as 
highly relevant 
to their vaccine 
decision-making.

The activities and policy  
actions to be initiated

Describe assumptions, risks, 
influencing factors

Set process targets

The health topic  
and problem we 
wish to address

The identified 
barriers

The identified 
opportunities to 
drive change

The change related 
to the barriers and 
drivers we wish 
to see 

Set quantifiable 
impact targets

The change in  
health we wish  
to see

Set quantifiable 
impact targets

The change in 
behaviour we wish 
to see

Set quantifiable 
impact targets

The agreed target 
group and target 
behaviour

Situation analysis Research Intervention design       
1 2 3

Implementation and evaluation      
4
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Fig. 2 Theory of change

8 The example is based on the study presented in Box 2, from a study in Czechia (20).
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RCT
RCT are considered the gold standard for analysing 
causal relationships (35). The simplest RCT design 
consists of a group that is exposed to a BCI-informed 
intervention (the treatment group) and a group  
that is not exposed to the intervention (the control 
group). Whether an individual (or higher-order unit, 
such as a clinic or region) is part of the treatment 
group or part of the control group is determined by 
randomization – that is, every individual is randomly 
allocated to one of the groups. This procedure is 
used to eliminate selection bias, to facilitate blinding 
(see Box 6), and to reduce the influence of unknown 
confounders (36). Confounders are variables (such 
as gender, age, education, attitudes towards the 
outcome, contextual changes, or the presence of other 
interventions or campaigns) that can influence the 
study results and thereby violate the assumption that 
the results are only due to differences between the 
treatment group and the control group.8 Despite  
their strength, RCTs are not immune to biases (37). 

Cluster randomization
Sometimes, randomization cannot be conducted 
at the individual level. For example, a BCI-informed 
intervention may be implemented at a clinic level, 
where everyone in a clinic is (intentionally) exposed 
to the intervention, but spillover from intervention 

wards to other wards cannot be controlled (it is 
unintentional). In this case, one needs to find 
additional clinics and randomly select which clinics 
serve as treatment clinics and which as control clinics. 
This sort of randomization on higher-order units 
(such as clinics, villages or regions) is often referred 
to as cluster randomization. Cluster trials can also 
be used when researchers want to know whether 
BCI-informed interventions that are effective at the 
individual level are also effective at scale (38).

Crossover design
Another way of selecting a control group is to use 
the same individuals or higher-order units (such as 
clinics, villages or regions) but to expose them to the 
intervention or the control at different points in time. 
Randomization is used in these so-called crossover 
designs to eliminate order effects by randomly 
determining which exposure (treatment or control) 
comes first. Theoretically, these designs are more 
efficient than classic RCTs because they produce 
more precise estimates given the same number of 
participants (39). Moreover, they are often considered 
a good choice from an ethical perspective because 
all participants receive the treatment sooner or later 
– that is, everyone is treated equally. This kind of 
design is typically used in clinical research, in which 
a period with medication (for instance) is compared 

Tool 2. How to evaluate: research designs

BOX 6   
Blinding to treatment assignment
Blinding is an essential part of RCTs to ensure that 
the results of impact evaluations are not influenced 
by participants who want either to please or to 
displease the researcher. Blinding refers to the 
fact that whether an individual (or higher-order 
unit) is allocated to the treatment or control group 
remains unknown to participants. This is often 
accomplished by random allocation of participants 
to one or other group. Thus, participants cannot 
choose the group they are assigned to, and 
they are also often not informed about specific 
research hypotheses until the end of a BCI impact 
evaluation (but see also “Following ethical 
standards”, page 27 below). Moreover, the source 
of the data (control group or treatment group) can 
also be hidden from the analysing researchers to 
ensure that their analysis is not influenced by what 
they would like or expect to find.

8   For further explanation of confounders, see the Glossary.
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9 In laboratory settings, it is possible to control the tools, information and interaction with other participants because researchers can prepare the laboratory 
in certain ways and are usually present when the study is conducted. This reduces the influence of potential confounders. In online studies, it is much more 
difficult to control whether, for example, participants are using secondary sources or are distracted by other tasks while taking part in the study. Evaluating the impact of interventions 20

with a period without medication. While there are 
BCI-informed interventions that can be evaluated 
using a full crossover design – for instance, when 
interventions involve changes in the environment, 
such as adding opportunities for physical activity 
or healthier food choices – it is often difficult to 
realize this kind of design in the case of BCI-informed 
interventions. The problem is that, after being exposed 
to a particular BCI-informed treatment, such as a 
weight-loss programme, a workplace intervention for 
physical activity or a group-based smoking cessation, 
participants in the crossover trial cannot undo or 
unthink the effect of the treatment. Thus, participants 
who are allocated to the control group after the 
treatment will be biased by the treatment effects. In 
these cases, trials can only be conducted with one-
order control: first no treatment and then treatment 
(see “Stepped-wedge randomized trials” below).

Stepped-wedge randomized trials
In stepped-wedge trials, all participants  
receive the treatment, but the starting point is 
randomized (40,41). Such trials offer some of the 
strengths of crossover trials. For example, everyone 
is treated equally – that is, by the end of the trial 
every participant will have been exposed to the 
treatment. In contrast to crossover trials, stepped-
wedge trials do not require that participants undo 
or unthink the effects of the treatment, because the 
trial is unidirectional (usually from no treatment to 
treatment). Some trials are unidirectional but do not 

randomly allocate participants to different starting 
points. These solutions do not count as RCTs and are 
prone to bias. However, they can still provide useful 
results and are discussed in the next section under 
“Repeated measures trials”.

Field, laboratory or online
RCTs can be conducted in the field (that is, in a real-
world setting, such as a health clinic), either before 
or after rollout, or in a laboratory setting or online, 
before rollout. In a laboratory, researchers are in the 
best position to control the setting and confounding 
factors, and thus to ensure that the results are due 
only to exposure to a BCI-informed intervention 
as opposed to no exposure. To conduct an RCT in 
a laboratory, it is necessary to have appropriate 
facilities and access to target groups that can be 
invited to act as participants in the laboratory. An 
alternative to such resource-intensive research is 
online RCTs. In many countries, there are panel 
providers (that is, corporations that offer research 
samples) that can provide access to and responses 
from target groups within days. Alternatively, 
participants can be recruited through social media 
and other networks, although the sample produced 
is likely to be less representative of the population 
than one provided by a panel provider. Online RCTs 
are more suitable for certain types of intervention 
(ones involving delivery of a message or some visual 
or other form of communication), but less so for 
interventions with a physical, social or environmental 

dimension. Compared to laboratory RCTs, they also 
often lack experimental control;9 nevertheless, they 
offer an efficient way to evaluate an intervention 
before rollout in a time- and cost-efficient manner.

Further reading
• on the probabilistic theory of causality and 

RCTs: Cartright (2010) (42)
• on using RCTs to evaluate complex public health 

interventions: Bonell et al. (2012) (43).

Natural experiments
In natural experiments, much like in RCTs, some 
individuals or higher-order units (such as clinics, 
villages or regions) are exposed to the intervention
(treatment group) and some are not (control group) (44).
The primary difference from an RCT is that the 
allocation into treatment and control groups is not 
controlled by the researchers but determined by the 
given circumstances – that is, determined by “nature”. 
For example, policy-makers could decide to introduce 
plant-based diets in all primary school canteens. 
In this case, the intervention group is already fixed 
and cannot be chosen by a control mechanism such 
as randomization. Natural experiments are usually 
used as an evaluation method after wider rollout, 
but not before. (For an example of the use of natural 
experiments, see Box 3 on page 10.)
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The difficulty with a natural experiment is to find 
a comparison group – that is, a control group of 
individuals or higher-order units (such as clinics, 
villages or regions) that is as similar to the treatment 
group as possible. To create a comparison group, 
it is recommended to identify relevant potential 
confounders and statistically control for the influence 
of these variables and/or to find a control group that 
matches the treatment group with respect to these 
confounding variables. As an example of the latter, 
when analysing the impact of mandatory vaccination 
in a country, choosing a different country with similar 
uptake rates at the start of the study as a control 
group can provide a meaningful comparison.

Synthetic control
An alternative to finding a single real appropriate 
comparison group is to create a synthetic control, 
where several control groups are averaged to 
best represent groups that are not exposed to the 
intervention (44). This average is then used as the 
so-called synthetic control and compared to the 
treatment group.10

Difference-in-differences
One approach that can be used even when treatment 
and control groups in a natural experiment differ 
in baseline values (for instance, if regions have 
different vaccine uptake rates at the start of a study) 
is the so-called difference-in-differences method. In 
difference-in-differences, researchers measure the 
primary outcome in the treatment group and the 
control group before and after implementation of the 

BCI-informed intervention. The impact evaluation 
focuses on change scores – that is, it compares 
changes in the outcome measure from before the 
intervention to after the intervention between the two 
groups: difference (treatment versus control group) 
in difference (baseline versus after intervention). 
For example, difference between a neighbourhood 
that received financial support for physical exercise 
programmes and a neighbourhood that did not 
receive such support (treatment versus control 
group) in difference of BMI of people living in those 
neighbourhoods measured before and after the 
introduction of the intervention (baseline versus after 
intervention). Difference-in-differences is also often 
referred to as “comparative interrupted time series 
design” or “nonequivalent control group pretest 
design” (46). (For an example of the use of difference-
in-differences analysis, see Box 3 on page 10.)

Repeated measures trials (pre-post)
If no control group is available, outcome measures in 
the treatment group from before the intervention and 
after the intervention can be analysed on their own. 
In this case, individuals, clinics, regions or countries 
serve as their own control group. These so-called 
repeated measures trials, or pre-post analyses, lack 
a proper control group – that is, even if a desired 
change is noted after the intervention is implemented, 
it may also have occurred without the intervention, 
and there is no way to be certain that the change 
is due to the intervention. One way to increase the 
quality of this kind of design is to monitor change 
in the outcome measure for a longer period before 

the intervention (often referred to as “waiting-phase 
control”). This monitoring allows positive or negative 
trends in outcome measures that are present even 
without the intervention to be detected.

Interrupted time series
Interrupted time series design uses the idea of simple 
repeated measures trials. Instead of measuring the 
outcome twice (before and after the BCI-informed 
intervention), researchers measure the outcome 
several times before and after treatment (47). In the 
absence of a control group, they use the change 
between measures before the intervention and 
estimate how the treatment group would have 
performed without the BCI-informed intervention. 
This artificial trend, the so-called counterfactual data, 
is then compared with the observed treatment data. 
This design is more complex than simple pre-post 
designs because it requires long-term trend data.

Further reading
• on conceptualizing natural and quasi-

experiments in public health: de Vocht et al. 
(2021) (48)

• on natural experiments in the social sciences: 
Dunning (2012) (49).

10 For a more detailed overview of adjustments for natural experiments, see Craig et al. (45).
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Decision Matrix to assist in choosing 
the appropriate evaluation design
The Decision Matrix below serves as a framework 
for the selection of a suitable evaluation method. 
The Matrix consists of six steps, each with a 
statement that can be answered either YES or NO. 
Depending on the answer to each step, certain 
evaluation designs may become excluded, meaning 
they are not suitable to evaluate the impact of the 
intervention that is being considered. Once a design 
is excluded in a step, it remains excluded for the rest 
of the steps. If, after five steps, multiple designs are 
available, the decision can be based on step 6 on the 
strength of the design.

To learn how to use the Decision Matrix, two 
illustrative examples of using it to guide evaluation 
design choice are provided on following pages.  

Your own scenario may be more complex, and some 
statements from the Matrix may not be applicable 
to your case. The Decision Matrix is a decision tool, 
not a dogma. Deviations from the tool or the advice 
given in this guidance document can be discussed 
with an evaluation expert.

Tool 3. How to evaluate: selecting a research design
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Decision Matrix for policy-makers
 
Evaluating the impact of interventions addressing health behaviour

Excluded  ×

Impact evaluation

Randomized controlled trial Natural experiment

Crossover Stepped-
wedge

Randomized 
controlled 
trial

Natural 
experiment

Difference- 
in- differences

Pre-post Interrupted 
time series

Step Exclusion criteria Answer: YES or NO

1 The intervention has  
already been implemented

If NO, then  
go to the  
next step

If YES, then the 
following designs 
are excluded → × × ×

2 Group comparison is possible  
(you may answer NO if, for example, data 
is only available for entire population)

If YES, then  
go to the  
next step

If NO, then the 
following designs 
are excluded → × × × × ×

3 Randomization is possible 
(you may answer NO if, for example, a 
policy intervention is already planned  
in a fixed region)

If YES, then  
go to the  
next step

If NO, then the 
following designs 
are excluded → × × ×

4 Outcome can be measured before 
implementation (you may answer  
NO if, for example, no data is available 
from before implementation)

If YES, then  
go to the  
next step

If NO, then the 
following designs 
are excluded → × × × × ×

5 Intervention can be undone
(you may answer NO if, for example,  
the intervention will not or cannot  
be interrupted)

If YES, then  
go to the  
next step

If NO, then the 
following designs 
are excluded → × ×

If, after the previous five steps, multiple designs are  
available, the decision can be based on the following  
step 6 on the strength of the design.

Crossover Stepped-
wedge

Randomized 
controlled 
trial

Natural 
experiment

Difference- 
in- differences

Pre-post Interrupted 
time series

6  Weak                           Medium                           Strong
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Illustrative example 1. Intervention to
increase health through physical activity

Scenario: Neighbourhood A receives financial funding 
from the State to provide more opportunities for 
the 1000 residents to engage in physical activity (for 
instance, building green areas that motivate residents 
to become physically active). The decision to fund this 
neighbourhood is made, and there is no possibility 
to intervene – rollout is happening as planned by the 
State. The neighbourhood was chosen because it has 
an especially low health index compared to other 
neighbourhoods, including a high average BMI score. 
The State wants to know whether the intervention  
has worked or not, to justify future investments in 
other neighbourhoods. There are several options to 
conduct this impact evaluation, so the responsible 
team uses the Decision Matrix for a first assessment  
of an appropriate evaluation design.

1. They answer NO to The intervention has already 
been implemented because the State has not 
started building new facilities and providing 
opportunities for physical activity. Thus, all  
design types are still possible.

2. They answer YES to Group comparison is possible 
because the neighbourhood can be considered a 
group and there are other similar neighbourhoods 
available that allow a comparison. Thus, all design 
types are still possible.

3. They answer NO to Randomization is possible 
because the State determined a specific 
intervention neighbourhood and changing that 
is (a) not possible and (b) might cause ethical 
problems, given the reasons the State chose this 
neighbourhood in the first place. Thus, RCTs are 
no longer an option.

4. They answer YES to Outcome can be measured 
before implementation because the State has 
knowledge about at least one important outcome 
measure before the intervention rollout – that 
is, BMI. Thus all natural experiments are still 
possible.    

5. They answer NO to Intervention can be undone 
because undoing the intervention (a) is nearly 
impossible as it requires removal of buildings and 
(b) can be judged as unethical.  
Thus, interrupted time series studies are no 
longer an option.

In sum, all RCTs and interrupted time series studies 
are excluded after using the Decision Matrix. The 
remaining options are now: natural experiment, 
difference-in-differences and pre-post trials.  
The next step in the Matrix is to judge the quality of 
the data that can be expected from the remaining 
options.

6. The evaluation team sees that Difference-in-
differences studies have the best quality level 
among the remaining options. This is because 
difference-in-differences combines natural 
experiments with repeated measures.

7. They consult their evaluation expert and suggest 
using a difference-in-differences. Now the expert 
can provide further advice.

A real-world intervention similar to the scenario 
sketched out above is described in Box 7.
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Illustrative example 2. All designs are possible
Scenario: Let us consider the same scenario as in the 
previous case example – a fictitious neighbourhood 
that receives financial funding from the State to 
provide more opportunities for the 1000 residents to 
engage in physical activity. This time the State agrees 
to a lottery system. All neighbourhoods participate 
and the funding is randomly allocated to one 
neighbourhood. Moreover, the funding is intended 
for specific facilities (such as sports equipment in 
the park) and will be removed after one year and 
allocated to another neighbourhood. These changes 
to the scenario mean that the impact evaluation 

team can now also conduct RCTs (random allocation 
is possible), crossover trials (one neighbourhood 
receives the intervention, and after one year the 
control and the treatment groups change over), or 
an interrupted time series study (the intervention is 
removed). In this case, no options are excluded using 
steps 1-5 of the Decision Matrix. Step 6 of the Matrix, 
focused on the strength of design, provides some 
decision aid in this case.

1. The evaluation team sees that RCTs and difference-
in-differences provide strong data quality. So these 
designs should be preferred.

2. The evaluation team read that crossover trials 
are usually more efficient than RCTs and difference-
in-differences but that they are only appropriate 
if the intervention can be undone (this often rules 
them out in the case of educational interventions). 
Opportunities for physical activity can be removed, 
so they think that crossover trials may be the best 
option. However, they are unsure about this.

3. To discuss their rationale, they contact the 
evaluation expert and suggest a difference-in-
differences, an RCT or perhaps a crossover trial.
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BOX 7   
Does funding for neighbourhood improvement increase physical activity?
A similar intervention to the one described in 
Illustrative example 1 was designed and evaluated in 
the United States (50). One neighbourhood received 
funding for a better, more stimulating environment that 
should increase physical activity among participants; 
another neighbourhood was chosen as a control 
group. The BMI of participants was measured before 
and after the intervention. In addition, the researchers 
measured daily minutes of physical activity with 
wearable devices that participants were asked to wear 
on their nondominant wrist for seven consecutive 
(24-hour) days. The researchers used a difference-in-
differences approach to evaluate the impact of the 
intervention. They found a significant decrease in BMI 
in the treatment neighbourhood. However, the same 

trend was observed in the control neighbourhood, 
and the difference-in-differences revealed no evidence 
for a stronger effect in the treatment neighbourhood 
than in the control. Moreover, the analyses revealed 
no advantage in terms of daily minutes of physical 
activity due to the intervention. This impact evaluation 
highlights the importance of a proper control group. 
If the researchers had chosen a pre-post trial rather 
than the difference-in-differences approach, they may 
have come to the conclusion that the intervention 
was promising in reducing BMI among participants. 
Seeing that the same trend was observable in the 
control neighbourhood casts doubt on the idea that the 
intervention causes benefits.
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Selecting a sample size
There are several approaches to sample size  
selection (51). If measuring the entire population is 
not possible and resources are not especially limited, 
then so-called “a priori statistical power analyses” 
are a recommended approach to determine sample 
sizes. When conducting power analyses, the number 
of participants that is recommended for a quantitative 
impact evaluation depends on the desired statistical 
power of the evaluation – that is, the probability 
of detecting an impact if the impact exists. An 
“underpowered” study is one where the sample  
size is not big enough to detect an impact of the 
intervention even if it exists. It is common in many  
BCI fields to aim for a statistical power of at  
least 80–90%. The actual sample size required for 
a specific power (say, 80%) can vary greatly across 
impact evaluation designs and even within designs. 
One of the main reasons for this variation is the 
different effect sizes of BCI-informed interventions: 
large effect sizes require fewer participants in order  
to statistically detect an effect. Basically, the larger 
you expect the effect of an intervention to be, the 
smaller the required sample size. (For an example 
showing how important it is to get the right sample 
size, see Box 8.)

Conducting an a priori power analysis can save 
resources and reduce the probability of inconclusive 
results from your impact evaluation if the study is 
underpowered (the sample is too small to detect 
an effect). An evaluation expert can conduct power 
calculations and determine an appropriate sample 
size, given a particular (fixed) effect size.

In the absence of a more specific smallest effect  
size of interest, meta-analyses11 and systematic 
reviews can help to gain a sense of a reasonable 
expected effect size for a specific BCI-informed 
intervention. Moreover, there are several freely 
available tools that can be used for quick power  
and sample size calculations for simple impact 
evaluation designs (54,55).12

Tool 4. Improving quality of evaluation

BOX 8  
Correctly matching sample size and effect size
Suppose that you have chosen an RCT as the preferred 
research design for your impact evaluation. You aim to 
compare a group that is exposed to your BCI-informed 
intervention (say, an anti-smoking intervention) with a 
group that is not exposed to the intervention. You aim 
to reach a statistical power of 80% for your analysis. 
Now, a meta-analysis states that the impact of health 
interventions on oral health behaviours is r = .13, while 
for smoking r = .05 (52).a The required sample size can 
vary between n = 460 (for oral health behaviours) and  
n = 962 (for smoking) because of the difference in

expected effect sizes. Now, if you chose the sample size 
for oral health behaviours (only 460 participants instead 
of 962), the statistical power to detect an effect for your 
smoking intervention is only around 50%. This means 
there is a high probability that a nonsignificant result 
of your impact evaluation may simply reflect that the 
power was too low to detect an effect – the intervention 
worked, but you could not see it because of the small 
sample size. Thus, investing in a decent sample size and 
conducting a power analysis can greatly increase the 
meaningfulness of your impact evaluation.

a  For an explanation of meta-analysis, see the Glossary; for further  
information on correlation coefficient (r), see Asuero, Sayago & González (53).
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11 For an explanation of meta-analysis, see the Glossary.
12 Power calculation tools available online free of charge include G*Power 

and Superpower.
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Preregistering a study
It is recommended that you preregister your impact 
evaluation. Preregistration involves “defin[ing] the 
research questions and analysis plan before observing 
the research outcomes” (56). This procedure has 
several advantages for impact evaluations (56–58). 
First, preregistration encourages researchers to report 
all results of the analysis plan and not to ignore results 
they consider irrelevant after seeing them (see also 
below, “Sharing stories of failure and inconclusive 
results”). Second, by using preregistration, researchers 
can avoid potential accusations that a result of an 
impact evaluation is based on questionable research 
practices (such as adjusting your hypothesis after 
the results are known (59)). Thus, preregistration 
increases the perceived reliability of reported results 
and can help to convince other researchers and policy-
makers that an impact evaluation is of high quality. 
Questionable research practices are often the result 
not of intentionally inappropriate behaviour but of 
unintended errors. No one is immune to such errors, 
so preregistration is considered a valuable investment 
for any impact evaluation.

You can preregister your impact evaluation on one of 
several preregistration platforms, such as OSF (60) and 
AsPredicted (61). You can also publish your analysis 
plan as a study protocol in journals such as Trials (62) 
and Pilot and Feasibility Studies (63).

Following ethical standards
It is important that all BCI-informed impact evaluation 
studies follow nationally and internationally 
acknowledged ethical principles such as the 
Declaration of Helsinki (64). Thus, it is recommended 
that you consult your institutional review board or 
an external review board before starting an impact 
evaluation. The WHO Guide to tailoring health 
programmes offers guidance on ethical approval and 
what to include in a research protocol for a BCI-related 
study (1).

An ethical review board can provide feedback on 
whether the design of an impact evaluation raises any 
ethical concerns. Some issues that are often raised 
include:

• Debriefing. Every participant in a study should 
have the opportunity to learn about the study goals 
and to raise questions after completion of the study.

• Data protection. Personal data should be treated 
confidentially and participants’ fundamental rights 
strengthened by complying with data security 
standards such as the General Data Protection 
Regulation (GDPR) (65).

• Informed consent. Every participant should be 
informed about the risks and benefits of participating 
in an impact evaluation study and consent should 
be obtained. WHO provides templates for informed 
consent forms (66).

• Safety. All participants should be protected from 
physical or psychological harm, and they should 
have the opportunity to refuse participation or quit 
from the study at any time.

• Equity. All members of the target group should 
have equal opportunity to participate in the study. 
This ensures that all those affected by the research 
can have their say.
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Sharing stories of failure 
or inconclusive results
Inconclusive or statistically nonsignificant results 
are often not reported as they may be considered 
uninteresting or irrelevant. This can lead to what 
is known as publication bias (67,68), which is “any 
tendency on the parts of investigators or editors to fail 
to publish study results on the basis of the direction 
or strength of the study findings” (69). Such selective 
publication of results can have severe consequences. 
For example, if a BCI-informed intervention was 
successful in two countries but failed in 10 others, 
and only the successful results are reported, public 
health implementers might incorrectly conclude that 
the intervention is highly effective and recommend 
it despite the mixed pattern of results. It is just as 
important to share stories of failure as it is to share 
stories of success. Other teams that aim to design and 

evaluate a BCI-informed intervention can learn from 
inconclusive or nonsignificant results, and discussing 
different results across countries may even lead 
to new insights into the conditions under which a 
BCI-informed intervention works and under which it 
fails. In that sense, impact evaluation and discussion 
of evaluation results should be understood as a 
collective endeavour (70).

Inconclusive or nonsignificant results can be 
published in public reports, but there is also a growing 
number of scientific peer-reviewed journals (such 
as the Journal of Trial and Error (71)) that encourage 
publication of unsuccessful attempts and experiences, 
or even focus specifically on them. Publishing results 
in these indexed journals can be particularly useful for 
other researchers when conducting meta-analysis or 
literature reviews.
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Causality. In the context of BCI-informed inter-
ventions, the term “causes” denotes that a given 
intervention leads to a desired outcome (for instance, 
more people quit smoking, go for vaccination or 
follow their treatment plan). In other words, the 
intervention is responsible for the occurrence of the 
outcome. For an intervention to be the cause of a 
desired outcome, three conditions generally need  
to be met:
1. The intervention needs to precede the  

desired outcome.
2. If the intervention is present, the desired  

outcome happens.
3. If the intervention is absent, the desired  

outcome does not happen. 

These conditions are usually evaluated in RCTs. The 
key feature of RCTs is that all other influences and 
potential causes of the desired outcome, except for 
the intervention itself, are held constant. This design 
ensures that the only thing that can explain any 
observed change in the outcome is the intervention. 
All three conditions are necessary to conclude that 
an intervention caused a behaviour, and if one of 
them is not confirmed, we cannot conclude that 
the BCI-informed intervention caused the desired 
outcome. For example, if researchers find that 
vaccine uptake is higher in region A, where a BCI-

informed intervention was administered, than in 
region B, where the intervention was absent, this 
seems to fulfil conditions 2 and 3. However, without 
knowledge of vaccine uptake rates in both regions 
before the intervention, we cannot confirm condition 
1. For instance, the desired outcome may have been 
present before the intervention (region A always 
had higher uptake rates than region B), and thus the 
intervention did not cause this result. If the presence 
of a BCI-informed intervention and a desired outcome 
seem to be related in some way but causality cannot 
(yet) be concluded, researchers usually use the term 
“correlation”. As shown by the example, correlation 
does not imply causation.

Further reading on correlation and causation:  
Rohrer (2018) (72).

Confounder. A variable (such as gender, age, 
education, attitudes towards the outcome, contextual 
changes, or the presence of other interventions or 
campaigns) that can influence the outcome measure 
but is not part of the BCI-informed intervention. 
Confounders can lead to false conclusions about 
the impact of a BCI-informed intervention. Carefully 
designed RCTs are a way to limit the impact of 
confounders on the evaluation results and to 

determine whether an effect is really caused by a  
BCI-informed intervention.

Further reading on confounders:  
VanderWeele & Shpitser (2013) (73).

Counterfactual. This term refers to hypothetical 
outcomes under “business as usual” – that is, if 
participants had not been exposed to the BCI-
informed intervention. In RCTs, this is mimicked by 
the introduction of a control group. However, even 
where there is no control group, the counterfactual 
can be mimicked based on prior data of the outcome 
measure. This is done, for example, in an evaluation 
design called interrupted time series.

Further reading on counterfactuals: 
Höfler (2005) (74).

Glossary
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Cost-effectiveness analysis. This kind of analysis 
compares the costs of a BCI-informed intervention 
with its health-related effects. The result is often 
presented as a ratio of net costs per one unit of 
outcome. The outcome units of cost-effectiveness 
analyses in BCI contexts vary. Some studies use 
the ratio of net costs per life year saved; others use 
net costs per case of disease prevented; and still 
others use net costs per death averted. The general 
idea is always to assess the economic impact of a 
BCI-informed intervention. This information can 
complement the results from impact evaluations that 
do not usually focus on financial costs as an outcome 
measure.

Further reading on cost-effectiveness analysis: 
Murray et al. (2000) (75).

Meta-analysis. In this kind of analysis, results from 
several individual studies are summarized to assess 
the overall impact of a BCI-informed intervention.  
A common result is an aggregated effect size of 
the BCI-informed intervention across all impact 
evaluations. It is also common to report the 
heterogeneity of study results. Heterogeneity 
measures reveal whether results across studies vary  
a lot or are consistent. If the heterogeneity is high,  
this could indicate the presence of a relevant 
moderator variable for the impact of BCI-informed 
interventions (for instance, the age of participants). 
Studies for a meta-analysis are usually identified  
via systematic reviews.

Further reading on meta-analysis: 
Borenstein et al. (2021) (76).

Outcome measure. Any measure that is used to 
assess the effect of a BCI-informed intervention for an 
impact evaluation. These measures are also referred 
to as “endpoint measures”. Outcome measures can 
range from outputs (such as self-reported beliefs, 
experiences and emotions), to behavioural outcomes 
(such as healthy food intake) and health outcomes 
(such as absence of CVD). It is often useful not to rely 
entirely on one type of measure to assess the impact 
of an intervention. Self-reports can deviate from 
actual behaviour, while relying only on observational 
measures may miss individual evaluations of an 
intervention that can be crucial for its long-term 
success.

Further reading on self-reported measures: 
Newell et al. (1999) (77).
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